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Real world environment

Agent
action

observation & reward

history info

Training signal θ

simulator

• Use experience to guide future decisions (exploit) 

• Each time step t

• Agent takes an action 𝑎𝑡
• World updates given action at , emits observation 𝑜𝑡 and reward 𝑟𝑡
• Agent receives observation 𝑜𝑡 and reward 𝑟𝑡
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• History ℎ𝑡 = (𝑎1, 𝑜1, 𝑟1, . . . , 𝑎𝑡, 𝑜𝑡, 𝑟𝑡)
• Agent chooses action based on history

• State is information assumed to determine what happens next 

• Function of history 𝑠𝑡 = (ℎ𝑡)
• State 𝑠𝑡 is Markov if and only if  p(𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑡) = p(𝑠𝑡+1 | ℎ𝑡 , 𝑎𝑡) 



• Goal select actions to maximize total expected future reward

• balancing immediate & long-term rewards

• Policy π determines how the agent chooses actions

• Deterministic policy 

• Stochastic policy

• Value function expected discounted sum of future rewards under a policy π





initialize env

initialize policy

Rollout data

Update policy

Policy model

Policy inference

Policy update









Hessel, Matteo, et al. "Rainbow: Combining improvements in deep reinforcement learning."



Engstrom, Logan, et al. "Implementation matters in deep policy gradients: A case study on PPO and TRPO."

——给PPO带来真正的性能上提升以及将policy约束在trust region内的效果，都
不是通过PPO论文中提出的对新的policy和原policy的比值进行裁切（clip）带来
的，而是通过code-level的一些技巧带来的。



Liang, Eric, et al. "Ray rllib: A composable and scalable reinforcement learning library."



Liang, Eric, et al. "Ray rllib: A composable and scalable reinforcement learning library."



新算法 新架构







难以复用的强化学习代

码

可扩展性的强化学习框架
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Training Data ML Model



面临的问题

新的需求



Horgan, Dan, et al. "Distributed prioritized experience replay."



GPU CPU

可能传输大量
的数据



面临的问题

可能的解决方案





通用的RL算法 针对Env开发 支持分布式 Star数目 Repo

ACME+Rever

b

   2.1k https://github.com/deepmind/

acme

ELF    2k https://github.com/facebookre

search/ELF

Ray + RLlib    16.4k https://github.com/ray-

project/ray

Gym    24.5k https://github.com/openai/gy

m

Baselines    11.6k https://github.com/openai/bas

elines

TorchBeast    553 https://github.com/facebookre

search/torchbeast

SeedRL    617 https://github.com/google-

research/seed_rl

Tianshuo   ？ 3.2k https://github.com/thu-

ml/tianshou

Keras-RL    5.1k https://github.com/keras-

rl/keras-rl



https://github.com/ray-project/ray

Ray is a fast and simple framework for building and running distributed applications.



Ray is a fast and simple framework for building and running distributed applications.

A process executing the user program

A stateless process that executes remote 

functions invoked by a driver

A stateful process that executes

• Distributed object store
• In-memory distributed storage to store the 

inputs/outputs, or stateless computation. 

• Implement the object store via shared memory

• Use Apache Arrow as data formats

• Distributed scheduler
• Submitted first to local scheduler

• Global scheduler considers each node’s load and 

task’s constraints to make scheduling decisions

• Global Control Store(GCS)
• A key-value store with pub-sub functionality





https://github.com/ray-project/ray/tree/master/rllib

RLlib is an open-source library for reinforcement learning that offers both high scalability and a 

unified API for a variety of applications.

RLlib

Ray

https://github.com/ray-project/ray/tree/master/rllib


Hierarchical control

Ray’s distributed scheduler is a natural fit for the hierarchical 

control model, as nested computation can be implemented 

in Ray with no central task scheduling bottleneck.



Trainer Actors/Workers
Run script

Remote decorator for 

run in remote

Start thread for async 

training

Init ray

Execute the trainer and 

actor in remote
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Policy Graph

Policy Optimizer

Policy Model



Policy Graph

Policy Optimizer

Policy Model

The policy optimizer is responsible for the 

performance-critical tasks of distributed 

sampling, parameter updates, and managing 

replay buffers. 

Pseudocode for four RLlib policy optimizer step methods. Each step() operates over a local 

policy graph and array of remote evaluator replicas.





Serialization and deserialization are bottlenecks in parallel and distributed computing, especially in machine learning 
applications with large objects and large quantities of data.

• Goals
• Very efficient with large numerical data (e.g. Numpy arrays and Pandas dataframes)
• As fast as Pickle for general Python types
• Compatible with shared memory (allowing multiple processes to use the same data without copying it)
• Deserialization should be extremely fast 
• language independent



• Making deserialization fast is important. 

• An object may be serialized once and then deserialized many times

• A common pattern is for many objects to be serialized in parallel and then aggregated and deserialized 

one at a time on a single worker making deserialization the bottleneck

• Deserialization is fast and barely visible

• Using only the schema, can compute the offsets of each value in the data blob without scanning 

through the data blob (unlike Pickle, this is what enables fast deserialization)

• Avoid copying or otherwise converting large arrays and other values during deserialization(the savings 

largely come from the lack of memory movement)



Policy evaluation throughput scales nearly linearly from 1 to 128 

cores.







• 优雅而简单的分布式编程语言
• 容错和高并发的分布式框架
• 通用的强化学习接口
• 为python对象优化的高效通信框架 在Rllib还有什么可以

改进的地方？新一代
的强化学习平台是怎
样的？



• 可复现性 (e.g. SURREAL)

• 可解释性
• 从少量的数据中学习
• 安全限制





• Ray: A Distributed Framework for Emerging AI Applications

• RLlib: Abstractions for Distributed Reinforcement Learning

• DISTRIBUTED PRIORITIZED EXPERIENCE REPLAY

• Rainbow: Combining Improvements in Deep Reinforcement Learning

• SEED RL: Scalable and Efficient Deep-RL with Accelerated Central Inference

• IMPALA: Scalable Distributed Deep-RL with Importance Weighted Actor-Learner Architectures

• Asynchronous Methods for Deep Reinforcement Learning

• SURREAL: Open-Source Reinforcement Learning Framework and Robot Manipulation Benchmark

• Challenges of Real-World Reinforcement Learning

• Apache Arrow https://arrow.apache.org/

• https://wesmckinney.com/blog/arrow-streaming-columnar/

• Modin(speed up the pandas in ray) https://github.com/modin-project/modin

• https://www.zhihu.com/question/377263715

• https://www.slideshare.net/databricks/enabling-composition-in-distributed-reinforcement-learning-with-

ray-rllib-with-eric-liang-and-richard-liaw

• https://github.com/deepmind/reverb

https://arrow.apache.org/
https://wesmckinney.com/blog/arrow-streaming-columnar/
https://github.com/modin-project/modin
https://www.zhihu.com/question/377263715
https://www.slideshare.net/databricks/enabling-composition-in-distributed-reinforcement-learning-with-ray-rllib-with-eric-liang-and-richard-liaw
https://github.com/deepmind/reverb



